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Abstract—We present a new practical stability analysis for
a bounded gradient based extremum seeking problem for two
variable static quadratic maps that contain a time-varying addi-
tive measurement uncertainty. Instead of using earlier averaging-
based approaches, we introduce a new state transformation, a
time-varying quadratic Lyapunov function, and a comparison
principle to obtain essentially less conservative bounds on the
dither frequency and on the ultimate bound of the estimation
error compared with earlier results. Our numerical example
illustrates the efficiency of the method.

Index Terms—Extremum seeking, uncertainty, time-varying

I. INTRODUCTION

Extremum seeking is a central current research topic in
control theory, because of its ability to provide model free,
online, real time optimization methods to find extrema when
objective functions that need to be maximized or minimized
contain significant uncertainties [1]. While basic extremum
seeking was used by Leblanc in 1922 [2], the first mathemati-
cal stability analysis for extremum seeking appears to be in av-
eraging and singular perturbation approaches of M. Krstic and
his collaborators, e.g., in [3]; see [4] for a history of extremum
seeking. This motivated widespread use of extremum seeking,
including in aerospace models and source seeking [5], [6].
More recent theoretical studies of extremum seeking include
[5], [7]–[19]. For instance, [5], [14], [15] included bounded
extremum seeking where unknown maps arise in arguments
of a sine or cosine, providing bounds for update rates.

When using extremum seeking, one often encounters mea-
surement uncertainties [1]. In the previous works on extremum
seeking, one finds an input-to-state stability (or ISS) analysis.
For instance, additive measurement uncertainty as we consider
in this paper was considered in [19], [20]. A related prob-
lem arises when an extremum seeking algorithm is used to
control a given system, but where the given system contains
uncertainties, such as additive uncertainties on the coefficient
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matrices in linear systems. Such approaches have been pursued
using averaging [20]–[22] or Lyapunov function methods,
by placing positive lower bounds on the dither periods in
extremum seeking algorithms. See also the works [1], [23]–
[26] on extremum seeking under delays.

Here, we pursue a different objective under additive mea-
surement uncertainty on the unknown objective function. We
incorporate the effects of the uncertainty in overshoot terms
in the upper bound on the norm of the estimation error. We
introduce a state transformation, which allows us to use a
new time-varying quadratic Lyapunov function. This function
is reminiscent of Lyapunov functions that are generated by
‘strictification’ [27] (which transforms quadratic functions into
strict Lyapunov functions, and so provides a constructive
variant of the Matrosov approach [28]). We also apply a
comparison lemma to a differential inequality having a square
root of the state on its right side. We illustrate how our new
methods can achieve much larger bounds on the parameter ϵ
in the first dither period ω1 “ 2π{ϵ (and so a usefully smaller
ω1) while reducing the ultimate bounds on the estimation error,
compared with averaging-based works such as [20].

Instead of averaging, a key ingredient that makes our
analysis work is our new state transformation and Lyapunov
function that enable us to cancel undesirable overshoot terms,
to obtain an ultimate bound that is O(

?
ϵ) in the special case

where no measurement uncertainty is present. This note there-
fore provides a higher dimensional analog of the conference
version [1] of this paper, which was confined to bounded single
variable extremum seeking, meaning, the unknown objective
function to be maximized or minimized was a function of one
variable, instead of two variables as in this note. Moreover,
whereas [1] placed the measurement uncertainty inside the
unknown objective function as additive uncertainty on the in-
put, here we cover important cases having measurable locally
essentially bounded added measurement uncertainties on the
objective function. This requires a new state transformation
and a new time-varying Lyapunov function construction that
were beyond the scope of all earlier works.

II. EXTREMUM SEEKING PROBLEM AND THEOREM

Following [1] but allowing the objective function to instead
be a function of two variables, we consider a two input real
valued function Qpθptqq that has the quadratic form

Qpθptqq “

Q˚ ` 1
2

ˆ

θ1ptq ´ θ˚
1

θ2ptq ´ θ˚
2

˙J

H

ˆ

θ1ptq ´ θ˚
1

θ2ptq ´ θ˚
2

˙

` δptq
(1)
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where H “ rhijs P R2ˆ2 is an unknown 2 ˆ 2 matrix, the
real constants Q˚, θ˚

1 , and θ˚
2 are unknown, and the unknown

measurable locally essentially bounded function δ represents
measurement uncertainty. A key assumption throughout this
note is that θ “ rθ1, θ2sJ is valued in R2, which is needed
for the existence of a known ratio ℓ of the dither periods; see
(6). Although H , θ˚

1 , θ˚
2 , and δ are unknown, we assume the

following, where | ¨ |8 is the essential supremum norm, and
M2` is the set of all 2 ˆ 2 real matrices whose eigenvalues
both have positive real parts and | ¨ | will denote the usual
Euclidean norm, but analogs where H is negative definite can
be proven by replacing Q˚ by ´Q˚ in what follows:

Assumption 1. There is a known compact set H Ď M2` such
that H P H. Also, there are known real values θi and θi for
i “ 1, 2 such that θ˚

i P rθi, θis for i “ 1, 2. Also, there is a
known constant δ ą 0 such that |δ|8 ď δ. ˝

We then set

θ “ rθ1, θ2sJ, θ˚ “ rθ˚
1 , θ

˚
2 sJ, and θ “ rθ1, θ2sJ,

so θ ď θ˚ ď θ in the componentwise sense. By using the
compactness of the set H in Assumption 1, we can construct
positive constants p, p, and q0 such that there exist a positive
definite 2 ˆ 2 matrix P that satisfies

´ 1
2PH ´ 1

2H
JP ď ´q0P (2)

and pI ď P and |P | ď p, where inequalities A ď B for
square real matrices of the same size mean that B ´ A is
nonnegative definite, I is the identity matrix, and | ¨ | is the
matrix operator 2-norm; see Remark 1 for a way to find the
required constants p, p, and q0, using uniqueness of solution
properties of Lyapunov equations and continuity properties of
eigenvalues from [29], which cover the cases that we study in
this note where the H’s (and therefore also the P ’s satisfying
(2) for some constant q0 ą 0) are unknown. We fix p, p, and
q0 satisfying the preceding requirements in what follows.

The objective of extremum seeking is to find a real-time esti-
mate θptq of the extremum point θ˚ (meaning, limtÑ`8 θptq“

θ˚) based on the disturbed measurements of the map

yptq “ Q˚ ` 1
2 pθptq ´ θ˚qJHpθptq ´ θ˚q ` δptq. (3)

In terms of the estimation error vector

θ̃ptq “

„

θ̃1
θ̃2

ȷ

, where θ̃iptq “ θiptq ´ θ˚
i for i “ 1, 2, (4)

and following [14], we therefore consider the two state gradi-
ent based bounded extremum seeking dynamics

9̃
θiptq “

?
αωi cospωit ` kyptqq for i “ 1, 2, (5)

for constants α ą 0 and k ą 0, where the known positive
constants ωi for i “ 1, 2, ℓ ą 1, and ϵ ą 0 are such that

ω2 “ ℓω1 and ω1 “ 2π
ϵ . (6)

Throughout this work, all equalities and inequalities that
include δ should be regarded to be holding for almost all
times t ě 0, in the Lebesgue measure sense. We will introduce
conditions involving δ and ϵ that allow us to obtain a suitable

ultimate bound on θ̃ptq, i.e., a constant BU ą 0 such that
lim suptÑ`8 |θ̃ptq| ď BU . To express our conditions and
ultimate bound, it is convenient to introduce the following
constants, in addition to the constants α, k, q0, p, p, ϵ, and ℓ
that we introduced above. We use the constants

h “ kα sup
HPH

|H|, k7 “ k
`

1`h
`

1` 1
ℓ

˘

ϵ
2π

˘

, (7)

M “ 1
2π

´

1
4 ` ℓ3{2

ℓ2´1

¯

, N “ 1
π

´

1
4 `

?
ℓ

2pℓ`1q

¯

, (8)

ν1 “
?
2p1 `

?
ℓqh

b

l`ℓ
ℓ p

`

1 ` 2Mϵh
˘

?
ϵ

?
π

` 2p
`

1 ` 2Mϵh
˘?

1 ` ℓ
b

2π
ϵ k7δ,

ν2 “ 2pNh
2
ϵ
?
ℓ ` 1

b

1 ` 1
ℓ ` 4pMh

2
p1 `

?
ℓqϵ

` 2pkhδ
`

1 ` 2Mϵh
˘?

1 ` ℓ
b

1 ` 1
ℓ ,

ν3 “ 2pNh
2a

2πϵpℓ ` 1q,

(9)

λs “ 1
2c

„

kαq0
3 ´

c

´

kαq0
3

¯2

´ 3cν1?
2p

ȷ

, c “ 27ν3

32
?
2p

3
2
, (10)

λl “ 1
2c

„

kαq0
3 `

c

´

kαq0
3

¯2

´ 3cν1?
2p

ȷ

, and σ0 “ |θ´θ|, (11)

where the fact that λs and λl are positive real numbers will
follow from the following assumptions on our constants, which
can be satisfied for any given values of the other constants that
we defined above when ϵ ą 0 and δ ą 0 are small enough:

Assumption 2. The four conditions

ν2 ď 1
4pkαq0, (12)

ϵ ď
p

18pMh
, (13)

3cν1?
2p

ă
pkαq0q

2

9 , (14)

and
3
2

b

p
2

ˆ

σ0?
α

`

b

`

1 ` 1
ℓ

˘

ϵ
2π

˙

ă λl (15)

are satisfied. ˝

See Section V for examples showing how Assumption 2
allows larger ϵ’s and smaller ultimate bounds on the estimation
errors, as compared with previous results. The constants νi
from (7)-(11) will play an essential role in defining coefficients
arising in a decay estimate for a quadratic Lyapunov function
in the proof of our theorem, because this decay estimate (in
conjunction with a comparison lemma argument) will be key to
proving our ultimate bound on the norm of the error variable.
Also, λs, λl, and c from (10)-(11) are essential for defining the
rate of exponential convergence of the norm of the estimation
error θ̃ to the ultimate bound on the estimation error. Hence,
our main result goes beyond finding an ultimate bound, by
also computing rates of convergence of |θ̃ptq| towards the
ultimate bound. To express the convergence rate and simplify
the analysis, we also use the positive constant

d˚ “ λl ´ max
!

λs,
b

9
8p

´

σ0?
α

`

b

`

1 ` 1
ℓ

˘

ϵ
2π

¯)

, (16)

where the positivity of d˚ follows from condition (15) from
our Assumption 2. Using the preceding constants, we prove:
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Theorem 1. Let Assumptions 1-2 hold. Then for each initial
state θp0q P R2 such that |θ̃p0q| ď σ0, the corresponding
solution θ̃ptq of (5) is such that the condition

|θ̃ptq| ď
9λl

?
αp

8d˚
?
p

´

σ0?
α

`

b

`

1` 1
ℓ

˘

ϵ
2π

¯

e´cpλl´λsqt

` 3λs

2

b

α
2p `

b

`

1 ` 1
ℓ

˘

αϵ
2π

(17)

is satisfied for all t ě 0. ˝

Remark 1. Given any σ0 ą 0, Assumption 2 is satisfied for
small enough ϵ and δ̄, so our results are semiglobal (because
σ0 only appears in (15), and because λl “ Op1{

?
ϵq). The

required positive constants p, p, and q0 can be found by
first noting that for each H P H, the unique solution of a
Lyapunov equation provides a positive definite 2 ˆ 2 matrix
P pHq such that ´P pHqH ´ HP pHq “ ´I , and such that
P pHq is a continuous function of H on its domain H (e.g.,
by [29, Chapter 5]). Then we choose p to be a positive
lower bound for all of the eigenvalues of the set of matrices
S “ tP pHq : H P Hu, p to be an upper bound for the norms
of all matrices in this set S, and q0 “ 1{p2λmaxq where λmax

is the largest eigenvalue of all matrices in S. This produces
positive values p, p, and q0, by the continuity of norms and
eigenvalues of matrices as functions of the matrix entries and
the compactness assumption on H from Assumption 1.

For instance, using the Mathematica computer program,
P pHq can be expressed using the RiccatiSolve command,
and then p, p, and q0 can be computed as the minimum
of the Mathematica function MinrEigenvaluesrPrHsss,
the maximum of NormrPrHss, and the minimum of
0.5{MaxrEigenvaluesrPrHsss respectively over all 2 ˆ 2
matrices H in the compact set H Ď M2`. This does not
generate a P that satisfies (2) for all H P H, but it does
provide positive constants p, p, and q0 that are independent
of the particular choice of the positive definite matrix P that
satisfies (2) where P depends on the unknown H P H. This
suffices, because our requirements on the extremum seeking
parameters and our ultimate bound use p, p, and q0 instead
of a formula for P , so we do not need a formula for P that
satisfies (2) for our unknown H . ˝

Remark 2. Theorem 1 is new, even when δ “ 0. See Section
V for discussions of how Theorem 1 can allow larger ϵ’s and
smaller ultimate bounds in this special case, compared with
earlier results. Also, in this case, the ultimate bound

BU “ 3λs

2

b

α
2p `

b

`

1 ` 1
ℓ

˘

αϵ
2π (18)

from (17) has order O(
?
ϵ), which is desirable for small

ϵ’s, and our conditions from Assumption 2 have the convex
property that if they hold for a value ϵ ą 0 and for a given
set of values for the other parameters, then they also hold for
all smaller positive ϵ values as well. On the other hand, see
Section IV below, where we explain how the δptq in (1) can
represent the effects of time-varying unknown delays. ˝

Remark 3. Using (9)-(11), we can rewrite the decay rate
r˚ “ cpλl ´ λsq in (17) as

r˚ “

c

pkαq0q2

9 ´
81

?
2ν1pNh

2
?

πϵpℓ`1q

32p2 ,

where N and ν1 are from (8)-(9). It follows that smaller values
of ϵ, or larger α or k, can provide faster convergence of
the estimation error. In Section V, we illustrate how changing
some of the parameter values can speed up the convergence.

III. PROOF OF THEOREM 1
The proof has four parts. First, we introduce a state transfor-

mation that makes the dynamics for θ̃ amenable to our time-
varying quadratic Lyapunov function analysis. In the second
part, we build our quadratic Lyapunov function W that satisfies
a differential inequality with a

?
W on its right side. In the

third part, we apply a comparison lemma argument to construct
a suitable time-varying upper bound for W . Then in the fourth
part, we use appropriate upper and lower bounds for W to
obtain the final bound (17) on the estimation error |θ̃ptq|.

First Part: State Transformation. For the rest of the proof,
we fix a positive definite matrix P satisfying (2) as well as
our conditions |P | ď p and P ě pI for the fixed choices of
q0, p, and p from the previous section. Then (3)-(5) give

θ̃iptq “
?
αωi cos

´

ωit ` kQ˚` k
2 θ̃

JptqHθ̃ptq`kδptq
¯

(19)

for i “ 1, 2.
To simplify our analysis, we use the change of variables

Θ “

«

pθ1
pθ2

ff

, where pθ1 “ 1?
α
θ̃1 and pθ2 “ 1?

α
θ̃2. (20)

Since (20) gives

kθ̃JptqHθ̃ptq“k
?
αΘptqJH

?
αΘptq“kαΘJptqHΘptq,

we can use (19) to get
9
pθiptq “ 1?

α
θ̃i

“
?
ωi cos

´

ωit ` kQ˚ ` k
2 θ̃

JptqHθ̃ptq ` kδptq
¯

“
?
ωi cos

´

ωit ` Ŷ ptq ` kδptq
¯

(21)

for i “ 1, 2, where
pY ptq “ kQ˚ ` kα

2 ΘptqJHΘptq. (22)

We next use the function

Vptq “

«

?
ω1 cospω1t ` pY ptq ` kδptqq

?
ω2 cospω2t ` pY ptq ` kδptqq

ff

. (23)

Then (21) can be rewritten as
9Θptq “ Vptq. (24)

We also use the state transformation

Wptq “

«

1?
ω1

sinpω1t ` pY ptqq

1?
ω2

sinpω2t ` pY ptqq

ff

and Xptq “ Θptq ´ Wptq.

(25)

Then (24) gives

9Xptq “ Vptq´

»

—

–

1?
ω1

cospω1t ` pY ptqq

´

ω1 `
9
pY ptq

¯

1?
ω2

cospω2t ` pY ptqq

´

ω2 `
9
pY ptq

¯

fi

ffi

fl

“ ´

«

1?
ω1

cospω1t ` pY ptqq

1?
ω2

cospω2t ` pY ptqq

ff

9
pY ptq ` Hptq,

(26)
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where

Hptq “
»

–

?
ω1

”

cospω1t` pY ptq ` kδptqq ´ cospω1t` pY ptqq

ı

?
ω2

”

cospω2t` pY ptq ` kδptqq ´ cospω2t` pY ptqq

ı

fi

fl .
(27)

Now, observe that with the choices

Ciδptq “
?
ωi cospωit ` pY ptq ` kδptqq

and Ciptq “
?
ωi cospωit ` pY ptqq

for i “ 1, 2, we can use (22) and (24) to get

9
pY ptq “ kαVptqJHΘptq “ kαrC1δptq C2δptqsHΘptq

“ kαrC1ptq C2ptqsHΘptq ` kαHptqJHΘptq.
(28)

Consequently, (26) gives

9Xptq “ ´kα

«

1?
ω1

cospω1t` pY ptqq

1?
ω2

cospω2t` pY ptqq

ff

rC1ptq C2ptqsHΘptq

`Lptq,

(29)

where

Lptq “ Hptq´kα

«

1?
ω1

cospω1t` pY ptqq

1?
ω2

cospω2t` pY ptqq

ff

HptqJHΘptq. (30)

Then, with G defined by

Gptq “
»

–

´ cos2pω1t ` pY ptqq ´

b

ℓ
ω1ω2

C1ptqC2ptq

´ 1?
ℓω1ω2

C1ptqC2ptq ´ cos2pω2t ` pY ptqq

fi

fl ,
(31)

we can use (29) to obtain 9Xptq “ kαGptqHΘptq ` Lptq and
so also

9Xptq “ kαGptqHXptq ` kαGptqHWptq ` Lptq

“ ´kαH
2 Xptq `

“

Gptq ` I
2

‰

kαHXptq

`kαGptqHWptq ` Lptq

(32)

since (25) gives Θptq “ Xptq ` Wptq.
Also, with the choice

Mptq “

1
ω1

«

1
4 sinp2ω1t ` 2pY ptqq

?
ℓ

2 S1ptq
1

2
?
ℓ
S1ptq 1

4ℓ sinp2ω2t ` 2pY ptqq

ff

(33)

where

S1ptq “
sinpω1p1`ℓqt`2 pY ptqq

1`ℓ `
sinpω1p1´ℓqtq

1´ℓ ,

and with the choice

N ptq “
»

–

1
2ω1

cosp2ω1t ` 2pY ptqq
?
ℓ cospω1p1`ℓqt`2 pY ptqq

ω1p1`ℓq

1?
ℓ

cospω1p1`ℓqt`2 pY ptqq

ω1p1`ℓq
1

2ℓω1
cosp2ω2t ` 2pY ptqq

fi

fl ,
(34)

we deduce 9Mptq “ ´pGptq`I{2q`N ptq
9
pY ptq (by the double

angle formula and sum rule for cosine) and so also

Gptq ` I
2 “ ´ 9Mptq ` N ptq

9
pY ptq. (35)

By substituting (35) into (32), we obtain

9Xptq “ ´kαH
2 Xptq ` kα

“

´ 9Mptq ` N ptq
9
pY ptq

‰

HXptq

` kαGptqHWptq ` Lptq

“ ´kαH
2 Xptq ´ kα 9MptqHXptq ` Lptq

` kαN ptq
9
pY ptqHXptq ` kαGptqHWptq.

From the first equality in (28), it follows that
9Xptq “ ´kαH

2 Xptq ´ kα 9MptqHXptq ` Lptq

`pkαq2N ptqVptqJHΘptqHXptq

`kαGptqHWptq.

(36)

Moreover, since for all constants a ą 0 and b ą 0, the matrix

S “

„

a b
b a

ȷ

satisfies |S| “ a ` b which follows because the symmetry of
S gives |S| “ ρpSq where ρpSq is the spectral radius of S,
and because Sr1 1sJ “ pa ` bqr1 1sJ (which allows us to
use the Perron-Frobenius theorem to get ρpSq “ a ` b), and
since ℓ ě 1 and (6) hold, we obtain the bounds

|Gptq| ď 1 `
?
ℓ, |Mptq| ď Mϵ,

|N ptq| ď Nϵ, |Vptq| ď

?
2πp1`ℓq

?
ϵ

(37)

for the function G from (31), the M in (33), the N in (34),
and the V in (23), where the constants M and N are from
(8), and where we again used the relation ω2 “ ℓω1 from (6).
The bounds (37) will play an essential role in our Lyapunov
analysis in the next part of the proof.

Second Part: New Lyapunov Function Approach. Let us
introduce the candidate Lyapunov function

W pt,Xq “ V pXq ` 2kαXJPMptqHX,
where V pXq “ XJPX.

(38)

Then our choice of h in (7) and the bound on Mptq in (37)
give

W pt,Xq ď V pXq ` 2kα|X|2pM |H|ϵ

ď

”

1 `
2pMhϵ

p

ı

V pXq

and

W pt,Xq ě V pXq ´ 2|X|2pMhϵ ě

´

1´
2pMh

p ϵ
¯

V pXq

for all X P R2 and all t ě 0, where we used the inequality
V pXq ě p|X|2. Our assumption (13) then implies that

W pt,Xq ď 9
8V pXq and V pXq ď 9

8W pt,Xq (39)

are satisfied for all X and all t ě 0, since 2pϵMh{p ď 1{9.
This motivates our referring to W as a candidate Lyapunov
function.

Also, by multiplying (2) through by kα, it follows that along
the dynamics (36), we have

9V ptq ď ´kαq0V pXptqq`2XptqJP
”

´kα 9MptqHXptq

`N ptqVptqJHΘptqpkαq2HXptq

`kαGptqHWptq`Lptq
‰

“ ´kαq0V pXptqq ´ 2kαXptqJP 9MptqHXptq

` 2XptqJP
“

pkαq2N ptqVptqJHΘptqHXptq

` kαGptqHWptq ` Lptqs .

(40)
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Then, along the solutions of (36), we can use our formula
9Xptq “ kαGptqHΘptq ` Lptq to obtain

9W ptq ď ´kαq0V pXptqq

`
␣

2pkαq2XptqJPN ptqVptqJHΘptqHXptq
(

`2kαXptqJPGptqHWptq ` 2XptqJPLptq

`2pkαq2XptqJPMptqHGptqHΘptq

`2pkαq2rGptqHΘptqsJPMptqHXptq

`2kαLptqJPMptqHXptqq

`2kαXptqJPMptqHLptq.

(41)

where we used the time derivative of the second term
2kαXJPMptqHX in the formula for W in (38) to cancel
the term containing 9Mptq in (40) and then collected terms.

By using our bound kα|H| ď h from (7) to upper bound
the term in curly braces in (41) and then the bounds from (37),
we obtain

9W ptq ď ´kαq0V pXptqq

`

"

2pNϵ

?
2πpℓ`1q

?
ϵ

h
2
|Θptq||Xptq|2

*

` 2pp1 `
?
ℓqh

?
ϵ

?
2π

b

ℓ`1
ℓ |Xptq|

`

!

4pMϵh
2
p1 `

?
ℓq|Θptq||Xptq|

` 2p
`

1 ` 2Mϵh
˘

|Lptq||Xptq|
(

.

(42)

Also, using our assumption from (6) that ω2 “ ℓω1, we get

|Θptq| ď |Xptq| ` |Wptq| ď |Xptq| `

b

`

1 ` 1
ℓ

˘

ϵ
2π , (43)

by (25). Moreover, the function L in (30) satisfies

|Lptq| ď |Hptq| `

b

1
ω1

` 1
ω2

|Hptq|h|Θptq|

“ |Hptq|

´

1 `

b

`

1 ` 1
ℓ

˘

ϵ
2πh|Θptq|

¯

.
(44)

If we now let ℓ7 denote the second right side term in (43) (i.e.,
the radical), then it follows from using (43) to upper bound
the |Θptq| in (44) and then using our formula (27) for H that

|Lptq| ď |Hptq|
“

1 ` ℓ7h
`

|Xptq| ` ℓ7
˘‰

ď
?
ω1 ` ω2kδ

“

1 ` ℓ7h
`

|Xptq| ` ℓ7
˘‰

ď
?
1 ` ℓ

b

2π
ϵ k

“

1 ` ℓ7h
`

|Xptq| ` ℓ7
˘‰

δ,

(45)

since cos has global Lipschitz constant 1. Using (43) and (45)
to upper bound the terms in curly braces in (42), we obtain

9W ptq ď ´kαq0V pXptqq

`
?
2pp1 `

?
ℓqh

?
ϵ

?
π

b

ℓ`1
ℓ |Xptq|

`2pN
?
ϵ
a

2πpℓ ` 1qh
2 `

|Xptq| ` ℓ7
˘

|Xptq|2

`4pMϵh
2
p1 `

?
ℓq
`

|Xptq| ` ℓ7
˘

|Xptq|

`2p
`

1 ` 2Mϵh
˘?

1 ` ℓ
b

2π
ϵ k r1`

ℓ7h
`

|Xptq| ` ℓ7
˘‰

δ|Xptq|.

(46)

Collecting powers of |Xptq| from the right side of (46) gives

9W ptq ď ´kαq0V pXptqq ` ν1|Xptq|

ν2|Xptq|2 ` ν3|Xptq|3
(47)

where the positive constants ν1, ν2, and ν3 are from (9).

Since condition (12) from Assumption 2 and (39) give

ν1|X| ď ν1
b

9
8pW pt,Xq,

ν2|X|2 ď
ν2V pXq

p ď
kαq0V pXq

4 , and

ν3|X|3 ď ν3

´

9
8pW pt,Xq

¯3{2

,

we can upper bound the last three right side terms in (47),
then combine terms in the result, and then use the lower bound
V pXq ě 8W pt,Xq{9 from (39) to upper bound the resulting
combined term ´3kαq0V pXptqq{4. This produces the result

9W ptq ď ´
2kαq0

3 W pt,Xptqq ` ν1
b

9
8pW pt,Xptqq

ν3

´

9
8pW pt,Xptqq

¯3{2

.
(48)

Third Part: Comparison Argument. Inspired by the use of
comparison principles in trajectory based approaches (e.g.,
[30, Lemma 1]), we introduce the comparison system

9ξptq “ ´
2kαq0

3 ξptq ` ν1
b

9
8pξptq ` ν3

´

9
8pξptq

¯
3
2

(49)

and consider its positive valued solutions. Then the function

λptq “
a

ξptq (50)

satisfies

9λptq “ ´
kαq0
3 λptq ` 3ν1

4
?

2p
` 27ν3

32
?
2p

3
2
λ2ptq. (51)

By factoring the right hand side of (51) as a polynomial in
λptq and recalling our condition (14) from Assumption 2, we
can use our formulas for c, λs, and λl from (10)-(11) to obtain

9λptq “ cpλptq ´ λsqpλptq ´ λlq. (52)

On the other hand, our assumption in Theorem 1 that |θ̃p0q| ď

σ0 and our change of variables (20) give |Θp0q| ď σ0{
?
α.

Hence, (6) and our choice of X in (25) give

|Xp0q| ď σ0?
α

`

b

1
ω1

` 1
ω2

“ σ0?
α

`

b

`

1 ` 1
ℓ

˘

ϵ
2π ,

so our upper bound on W in (39) gives

W p0, Xp0qq ď 9
8p

´

σ0?
α

`

b

`

1 ` 1
ℓ

˘

ϵ
2π

¯2

ă λ2
l , (53)

where (53) followed from (15).
We can now use (53) to apply the comparison principle to

(48) and (49), by choosing the positive initial state

ξp0q “ max
␣

λ2
s,W p0, Xp0qq

(

(54)

for (49), as follows. By condition (54), we have ξp0q ě

W p0, Xp0qq. Then the comparison principle gives

W pt,Xptqq ď ξptq “ λ2ptq. (55)

We next use (55) to obtain the final bound (17).
Fourth Part: Using Bounds on W to Prove (17). Since we

can apply (53)-(54) and the relation (50) between ξ and λ
to check that λp0q P rλs, λlq, we can apply a separation of
variables argument to (52) to obtain

λptq “
λspλl´λp0qq`λlpλp0q´λsqecpλs´λlqt

λl´λp0q`pλp0q´λsqecpλs´λlqt . (56)
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Using (20), the formulas for X and V in (25) and (38), the
second inequality in (39), the upper bound on W pt,Xptqq from
(55), the relation ω2 “ ℓω1, and (56), we obtain

|θ̃ptq| ď
?
α|Θptq| ď

?
α
´

|Xptq| `

b

`

1 ` 1
ℓ

˘

ϵ
2π

¯

ď
b

α
pV pXptqq `

?
α
b

`

1 ` 1
ℓ

˘

ϵ
2π

ď
b

9α
8pW pt,Xptqq `

?
α
b

`

1 ` 1
ℓ

˘

ϵ
2π

ď 3
2

b

α
2pλs` 3

2λl

b

α
2p

λp0q´λs

λl´λp0q
ecpλs´λlqt

`
?
α
b

`

1 ` 1
ℓ

˘

ϵ
2π ,

(57)

where c, λs, and λl are in (10)-(11). Also, we can use (20),
(25), the first inequalities in (39) and (53), and (54) to get

λp0q´λs

λl´λp0q
ď 1

d˚

a

W p0, Xp0qq ď 3
2d˚

b

p
2 |Xp0q|

ď 3
2d˚

b

p
2

´

|Θp0q| `

b

`

1 ` 1
ℓ

˘

ϵ
2π

¯

ď 3
2d˚

b

p
2α |θ̃p0q| ` 3

2d˚

b

p
2

b

`

1 ` 1
ℓ

˘

ϵ
2π

(58)

where d˚ is defined by (16), and where the first inequality in
(58) follows by separately considering the two cases λp0q “
a

W p0, Xp0qq and λp0q “ λs. Hence, we can combine (57)-
(58) to choose the coefficient of e´r˚t with the convergence
rate r˚ “ cpλl ´ λsq to obtain the final bound (17).

IV. USING δptq TO INCORPORATE MEASUREMENT DELAYS

We can use the δ in (1) to represent the effects of uncertain
measurement delays. To see how, note that if the available
measurement is

yptq “ Q˚ ` 1
2 θ̃

Jpt ´ τptqqHθ̃pt ´ τptqq

where the piecewise continuous nonnegative valued bounded
function τ represents an input delay, and if we set B˚ “

c˚ `BU where c˚ ą 0 is the coefficient of e´r˚t in (17) with
the exponential convergence rate r˚ “ cpλl ´λsq and BU ą 0
is from (18), then we can use (5) to express the time-delayed
measurement in the form (3) for a δ satisfying

|δptq| “ 1
2 |pθ̃pt´τptqqJHθ̃pt´τptqq ´ θ̃JptqHθ̃ptqq|

ď 1
2 |pθ̃pt ´ τptqqJHpθ̃pt ´ τptqq ´ θ̃ptqq|

` 1
2 |pθ̃pt ´ τptqq ´ θ̃ptqqJHθ̃ptq|

ď B˚|H|
a

αpω1 ` ω2q|τ |8

for all t P r0, T q, where T ą 0 is the supremum of all t ě 0
such that |θ̃psq| ď B˚ for all s P r0, tq, where we assume
that the initial function for θ̃ is constant on r´|τ |8, 0s. By the
definition of the supremum and the continuity of θ̃, it follows
that if T ă `8, then |θ̃pT q| “ B˚. On the other hand, we
can apply the same argument as in the proof of Theorem 1
except only on the time interval r0, T q with the choice

δ “ B˚|H|
a

αpω1 ` ω2q|τ |8

to obtain (17) for all t P r0, T q, provided Assumptions 1-2
are satisfied with this choice of δ, which holds for sufficiently
small |τ |8 and ϵ ą 0. Then T ą 0, because the bound σ0 on
the norm of the initial state satisfies σ0 ă B˚. Hence, if T ă

`8, then (17) would give |θ̃pT q| ă B˚, since the exponential

convergence rate in (17) is positive. This contradiction implies
that T “ `8, so the conclusion of Theorem 1 remains true
under the preceding assumptions when the delay τ is present.

The preceding analysis places a bound on the allowable
suprema |τ |8 of the delays. We next show why one cannot
prove an attractivity result for a neighborhood of the origin
without a restriction on |τ |8 by instead choosing ϵ or α suffi-
ciently small. This will demonstrate that the cases of unknown
time-varying and known constant delays are very different;
see, e.g., [31], which ensured attractivity of a neighborhood
of the origin for arbitrarily large constant delays of the form
τ “ Lϵ for any integer L ą 1. This sheds light on the need
for a smallness condition on |τ |8 that we specified above.

To show the impact of time-varying delays, consider a delay
τptq “ t ´ ηFloor pt{ηq, of sawtooth type, where Floorpxq is
the largest integer in r0, xs for each x ě 0, and where the
constant η ą 0 is such that

ϵ “
η
r (59)

for any integer r ě 2. We use the sequence

tj “ jη (60)

indexed by integers j ě 0 and the corresponding first compo-
nent of the extremum seeking error dynamics

9̃
θ1ptq “

?
αω1 cos

´

ω1t ` kQ˚ ` k
2 θ̃

JptjqHθ̃ptjq

¯

for all t P rtj , tj`1q and j ě 0. Then, for each j ě 0, we get

θ̃1ptj`1q ´ θ̃1ptjq “
?
αω1

ştj`1

tj
cos

`

ω1m ` Q7pjq
˘

dm

“
?
αω1

ştj`1`
Q7pjq

ω1

tj`
Q7pjq

ω1

cos pω1mqdm

“
b

α
ω1

“

sin
`

ω1η ` ω1tj ` Q7pjq
˘

´ sin
`

ω1tj ` Q7pjq
˘‰

,

(61)

where Q7pjq “ kQ˚ ` k
2 θ̃

JptjqHθ̃ptjq and where the last
equality in (61) used (60) to get tj`1 “ tj ` η. By (59), we
get

ω1η “
2πη
ϵ “ 2πr,

so (61) implies that θ̃1ptj`1q ´ θ̃1ptjq “ 0, which gives
θ̃1ptjq “ θ̃1p0q for each integer j ą 0. Since r in (59) is
arbitrarily large, we conclude that for any value η ą 0, there
are arbitrarily small values of ϵ for which the system cannot
admit an attractive neighborhood of the origin.

V. ILLUSTRATIONS

In many significant cases, we found that Theorem 1 from
Section II above led to much larger bounds on the allowable
values of ϵ, and to decreases in the ultimate bounds on θ̃ptq,
as compared with the previous state of the art results that
were based on a time delay approach to averaging, including
cases covered by [21] where the measurement uncertainty
δ was zero. Therefore, we can obtain closer approximations
of the unknown parameter vector. Due to the importance of
approximating parameter vectors, this confirms the usefulness
of the work, from a practical point of view.
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To illustrate this, we first consider an autonomous vehicle
in an environment without GPS orientation from [14] and [21,
Section 4.2]. The goal is to reach the location of the stationary
minimum of Q with the diagonal matrix H “ diagt2, 2u and
Q˚ “ 0, which will be achieved by using bounded extremum
seeking. Following [21, Section 4.2], we use k “ 11, α “

0.0001, ℓ “ 2, and δ “ 0, which allowed us to satisfy the
assumptions of Theorem 1 above for small enough ϵ values.
Following [21], we separately considered the cases

σ0 “ 0.001 (62)

and
σ0 “

?
2. (63)

We summarize our comparison in Table 1 below, where the
upper bounds on ϵ are denoted by ϵ˚ and the ultimate upper
bounds UB are for |θ̃ptq|, using the formulas from Theorem 1
above and the methods from [21], where ES (resp., BES) indi-
cate the classical (resp., bounded) extremum seeking method
from [21]. Since our method produced much bigger values of
ϵ˚ and smaller extremum seeking estimation errors, and since
our ultimate bound has the additional desirable property of
being O(

?
ϵ) when δ “ 0 (which is consistent with [20]), our

method from Theorem 1 above can offer significant advan-
tages, as compared with earlier extremum seeking methods.
In Fig. 1, we show Mathematica simulations of the estimation

Extremum Seeking Method ϵ˚ UB
BES from [21] with (62) 0.0004 1.41
ES from [21] with (62) 3.33 1.26
Theorem 1 above with (62) 8.84 0.170205
BES from [21] with (63) 0.0001 2.05
ES from [21] with (63) 0.36 0.94
Theorem 1 above with (63) 1.48 0.0563498

TABLE I
COMPARISON OF ϵ BOUNDS AND ULTIMATE BOUNDS WITH δ “ 0

error dynamics (5) using the above values, for the case (63)
from Table I. We choose the initial state θ̃p0q “ r1,´1sJ,
with ϵ “ 1.48 and therefore also ω1 “ 2π

ϵ “ 4.245 and
ω2 “ 2ω1 “ 8.4908.

We obtained faster convergence by increasing α. For in-
stance, in Fig. 2, we show Mathematica simulations for the
error dynamics (5) obtained using the same parameter values
that we used to generate the simulation in Fig. 1, except
we increased k from k “ 11 to k “ 11.1, we increased
α from α “ 0.0001 to α “ 0.00022, and we reduced the
ϵ value from ϵ “ 1.48 to ϵ “ 0.65. Compared with Fig.
1, the simulation in Fig. 2 achieved close approximation of
the unknown minimum approximately 2 times faster than
Fig. 1, illustrating the influence of the parameter values on
the convergence rate. Moreover, our Assumptions 1-2 were
satisfied in both cases, which illustrates the applicability of
Theorem 1 above for different parameter values. With the
choices of the parameters that we used in Fig. 2, our Theorem
1 provided the ultimate bound BU “ 0.0553486.

Another notable feature of our approach is that we allow ℓ
to be irrational. We illustrate this in Fig. 3, where we used the
same parameter values that we used in our simulation from
Fig. 1, except we replaced ℓ “ 2 by ℓ “

?
2. With these

choices, the assumptions of Theorem 1 were again satisfied.

As is seen in Fig. 3, replacing ℓ by an irrational number
produced slightly faster convergence of the estimation error
to zero. Moreover, for the set of parameter values that we used
in Fig. 3, the ultimate bound decreased to BU “ 0.0548245.

1000 2000 3000 4000 5000
t(sec)

-1.0

-0.5

0.0

0.5

1.0

θ


Fig. 1. Solutions of (5) with initial state σ̃p0q “ r1,´1sJ for (63) showing
θ̃1ptq (dashed red) and θ̃2ptq (solid blue) with k “ 11, ℓ “ 2, and ϵ “ 1.48

500 1000 1500 2000 2500 3000
t(sec)

-1.0

-0.5

0.0

0.5

1.0

θ


Fig. 2. Solutions of (5) with initial state σ̃p0q “ r1,´1sJ for (63) showing
θ̃1ptq (dashed red) and θ̃2ptq (solid blue) with k “ 11.1, ℓ “ 2, and ϵ “ 0.65

500 1000 1500 2000 2500 3000
t(sec)

-1.0

-0.5

0.0

0.5

1.0

θ


Fig. 3. Solutions of (5) with initial state σ̃p0q “ r1,´1sJ for (63) showing
θ̃1ptq (dashed red) and θ̃2ptq (solid blue) with k “ 11, ℓ “

?
2, and ϵ “ 1.48

With the same parameter values as we used in Table 1 except
with δ “ 0 and ϵ “ 0.0004, Theorem 1 above again applied,
and it gave the ultimate bound 0.0009 using (62) and with
(63). The convergence we showed above behaves favorably,
as compared to what we obtained when we instead used the
classical extremum seeking dynamics

9̂
θ1ptq “ 2k1

a1
sinpω1tqJptq

9̂
θ2ptq “ 2k2

a2
sinp2ω1tqJptq

(64)

from [21] and [25, Section II.C] where Jptq “ pθ̂1ptq `

a1 sinpω1tqq2 ` pθ̂2ptq ` a2 sinp2ω1tqq2 with the maximum
value ϵ “ 0.36 from Table I and with the parameter values
(63), k1 “ k2 “ ´0.01, a1 “ a2 “ 0.2, and ℓ “ 2 that
were used for (64) in [25]. In classical extremum seeking,
one starts with θi “ θ̂i ` ai sinpωitq for i “ 1, 2, since
the objective of extremum seeking is to find θptq. We show
results from Mathematica simulations of the solutions from
(64) in Fig. 4 using the preceding parameter values, where we
plot θiptq “ θ̂iptq ` ai sinpωitq for i “ 1, 2 to allow a fair
comparison with the plots of the θ̃i’s in the previous figures,
because θ˚ “ 0 in this case (so θ̃ “ θ).

Finally, when we instead used the bound δ “ 0.01 on |δ|,
and using ϵ “ 40, α “ 0.0004, H “ diagt2, 2u, k “ 0.02,
ℓ “

?
2, and σ0 “

?
2, Theorem 1 above provided the ultimate
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500 1000 1500 2000 2500 3000
t(sec)

-1.0

-0.5

0.0

0.5

1.0

θ

Fig. 4. Solutions using (64) with θ1ptq (dashed red), θ2ptq (solid blue),
k1 “ k2 “ ´0.01, a1 “ a2 “ 0.2, ω1 “ 2π{ϵ, ω2 “ 4π{ϵ, and ϵ “ 0.36

bound of 1.08658 on |θ̃ptq|. In this final case, we reduced k in
order to satisfy our Assumption 2, since the assumption was
not satisfied with our previous choice of k “ 11. Hence, we
cover measurement uncertainties, and our Theorem 1 remains
effective using the smaller ϵ’s from [21] as well. In practice,
the selection of the parameters H and k in the extremum
seeking should be based on the specific application; see, e.g.,
[21] for a discussion of parameter choices in the special case of
vehicle control. For the Mathematica code used in this section,
see https://github.com/MichaelMalisoff/TAC2DES.git.

VI. CONCLUSION

We advanced the state of the art for stability analy-
sis of bounded gradient based extremum seeking for static
quadratic maps, by using a new state transformation and a
new time-varying Lyapunov function approach that allow us
to achieve significantly smaller dither periods and smaller
ultimate bounds on the estimation errors, compared with
previous extremum seeking results that instead used averag-
ing. Our approach allows measurement uncertainties that are
conducive to modeling the effects of unknown time-varying
measurement delays. We aim to provide analogs for Newton-
based extremum seeking with measurement uncertainty, and
to study applications to source seeking in aerial applications.
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